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ENTROPY

Its perpetual increase is at the center of almost all everyday phenomena.

It cools our coffee.

It kills our pets.

It’s the enemy of demons everywhere.

But what the hell is it??
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The main problem is that no one can agree on what it means.1

▶ Gibbs says it’s S = −
∫
dΓ ρ log ρ.

▶ Boltzmann says it’s S = k logW .

▶ Gibbs says it’s S = −
∫
dΓ ρcg log ρcg.

▶ Boltzmann says it’s S = −
∫
dxdp P (x, p) logP (x, p).

▶ von Neumann says it’s S = −Tr ρ log ρ.

▶ von Neumann says it’s S = −
∑

i pi log(pi/Vi).

OQS Classical Textbooks HEP

1We’re talking physics, not information theory. Informational things like Rényi entropies,
conditional entropies, or f -divergences, are well understood and not part of this confusion.
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The main problem is that no one can agree on what it means.1

▶ Open Quantum Systems says it’s S = S(ρ(t))
(von Neumann entropy of the microscopic state).

▶ Equilibrium Statistical Mechanics says it’s S = S(τ(t))
(von Neumann entropy of the micro-/canonical/etc ensemble).

▶ Classical systems equilibration says it’s S = k logW
(number of microstates in a macrostate).

▶ Isolated quantum equilibration says it’s an observable entropy
with the system viewed through a measurement M .

OQS Classical Textbooks HEP

1We’re talking physics, not information theory. Informational things like Rényi entropies,
conditional entropies, or f -divergences, are well understood and not part of this confusion.
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The main problem is that no one can agree on what it means.1

▶ Isolated quantum systems say it’s the diagonal entropy.

▶ Isolated quantum systems say it’s the observable Shannon entropy.

▶ Isolated quantum systems say it’s the observational entropy.

▶ Some prefer the entanglement entropy.

OQS Classical Textbooks HEP

1We’re talking physics, not information theory. Informational things like Rényi entropies,
conditional entropies, or f -divergences, are well understood and not part of this confusion.
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The main problem is that no one can agree on what it means.1

▶ Quantum thermodynamics says it’s
∆S = D(ρ(t)∥ρS(t)⊗ τB(t)).

▶ Stochastic thermodynamics says it’s
∆S = −β∆⟨Ex⟩+∆⟨Sx − log px⟩.

▶ Thermodynamics says it’s
dS = dQ/T .

▶ And the list goes on...

OQS Classical Textbooks HEP

1We’re talking physics, not information theory. Informational things like Rényi entropies,
conditional entropies, or f -divergences, are well understood and not part of this confusion.
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The main problem is that no one can agree on what it means.1

▶ Nearly all the entropies discussed have at some point been treated as
“the” entropy of statistical thermodynamics, leading to a century of
debate about which one is “correct” or “fundamental”.

▶ Each one looks correct in some regime.

▶ Which one could it be?

OQS Classical Textbooks HEP

1We’re talking physics, not information theory. Informational things like Rényi entropies,
conditional entropies, or f -divergences, are well understood and not part of this confusion.
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Can any of these be the general definition of entropy?

Some of the most common candidates:

✗ von Neumann entropy of microstate S(ρ(t)) A,B
✗ von Neumann entropy of equilibrium ensemble S(τ(t)) A,B
✗ Boltzmann entropy logW B
✗ Shannon observable entropy HM (ρ) A,C
✗ Observational entropy SM (ρ) C

And the rest fail too, or are not even defined in all these cases.
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A general entropy should:

▶ Make the 2nd law of Thermodynamics = Law of Entropy Increase,
for all physical manifestations of 2nd law.

▶ Allow one to to prove entropy increase under suitable assumptions.

▶ Connect entropy increase to physical consequences, like “heat flows from
hot to cold bodies” or “a gas fills its container”.

- Gas in a box expands to uniformly fill its container.
- Heat flows from hot to cold bodies, in both classical and quantum systems.
- Glass does not unshatter, but oil separates when mixed with water.
- An isolated quantum pure state thermalizes with respect to observables.
- An open quantum system thermalizes at the level of its density matrix.
- Thermodynamic cycles, both classical and quantum, have limited efficiency.
- A piston does piston things with gas and work.
- A chemical reaction proceeds spontaneously.

Not all systems equilibrate. But one should be able to prove it “where appropriate”.
The proofs should help clarify precisely when equilibration does/doesn’t occur.

Increase of a quantity called entropy is not enough to be a 2nd Law.
It has to connect to the physics.
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In this talk I’ll give a general entropy definition that has
all of the entropies discussed earlier as special cases or limits,
explain the motivations behind it, and say what it could suggest
about 2nd laws and equilibration.
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Balls and Boxes



A ball is in a box.
The box has a left and right side.
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Now I hide the ball.
But I give you the probability that I put it in the left or right.

If you tell me ball is definitely on the right, I have uncertainty log VR about
where precisely the ball is. Telling me the smaller box gives me more info.
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How much uncertainty do I have about...

Which box is the ball in? Where is the ball?

−
∑

i pi log pi −
∑

i pi log pi +
∑

i pi log Vi

Shannon observable entropy Observational entropy

Information about the outcome vs. information about the state.
OE = uncertainty about which box + uncertainty given the particular box
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Refining the measurement −→ better information about where the ball is.

CPTP monotonicity of relative entropy −→ coarser/finer monotonicity of OE

SΛM (ρ) ≥ SM (ρ)

(aka data processing inequality)
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If the location of the ball has inherent uncertainty (finite size of ball),
the finest possible measurements reveal this minimum amount.

Observer’s uncertainty (OE) ≥ inherent uncertainty in state (S(ρ) = −ρ log ρ)

SM (ρ) ≥ S(ρ)

Optimal measurements (ρ eigenbasis) reveal von Neumann entropy.

14 / 36



Now I give you some additional info by telling you a constraint.
(Energy conservation, charge conservation, restriction to a subspace...)

Learning “right box” fixes the location more than before −→
recalculate volumes in light of the constraint.

Given both constraint info + measurement outcome probabilities,
new uncertainty: −

∑
i pi log pi +

∑
i pi log V

′
i

Combining constraints + measurement makes this entropy unification possible.
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Formal Definition



The state of the system is ρ.

I have two pieces of “coarse information” about ρ:

▶ I know it obeys some particular constraint Tr(ρX) = 0,

▶ I know the outcome statistics pi = Tr(ρMi) of a POVM M = (Mi)i.

How much uncertainty do I have?

First, I estimate ρ using the maximum entropy principle, getting “prior” τ .

▶ τ = MaxEnt state given the constraint (maximum vN entropy)

This leaves me with uncertainty S(τ) = −Tr τ log τ about the state.

Next I calculate my prior estimate qi = Tr(Miτ) of the M outcomes.

In classical information theory, the informational value (in bits saved) of
learning pi, when previously I had the prior qi, is D(p∥q).

So gaining knowledge of M info decreases my uncertainty to

Sτ
M (ρ) = S(τ)−DM (ρ∥τ).
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For example:

The state of the system is ρ = |3⟩⟨3|.
Hamiltonian is H =

∑
k k|k⟩⟨k|.

You tell me the constraint ⟨H⟩ = E.

I make my best (maxent) guess at ρ, which is τ = e−βH

Z
with some β.

Current uncertainty S(τ) = logZ + βE.

You give me data of the measurement M = (|k⟩⟨k|)k (energy eigenbasis).

My guess would have been qk = Tr(τΠk) = e−βE3/Z.
The actual data is pk = Tr(ρΠk) = δk,3.
I gained DM (ρ∥τ) = D(p∥q) = − log q3 bits of information.

My total uncertainty is

Sτ
M (ρ) = logZ + βE −DM (ρ∥e−βH/Z)
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Definition. The entropy of state ρ, coarse-grained by measurement M ,
with prior τ , is

Sτ
M (ρ) = S(τ)−DM (ρ∥τ).

This is missing information given both measured info and constraint info.

Prior = MaxEnt state for constraints on the system.

Measured RE: DM (ρ∥τ) ≡ D(p∥q) where px = Tr(Mxρ) and qx = Tr(Mxτ).

“Entropy = Missing Information.” Compare

H(p) = logN −D(p∥1/N)

S(ρ) = log d−D(ρ∥1/d)
SM (ρ) = log d−DM (ρ∥1/d).

These implicitly assume prior ignorance, with uniform prior 1/d.

Explicitly,

DM (ρ∥τ) ≡
∑
x

Tr(Mxρ) log
Tr(Mxρ)

Tr(Mxτ)
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Equivalent definition. The above entropy is equivalent to

Sτ
M (ρ) = −

∑
x

px log
px
Vx

,

which is also the Shannon plus mean Boltzmann entropy

Sτ
M (ρ) = H(p) +

∑
x px log Vx,

combining “which macrostate” uncertainty and “which microstate given
the macrostate” uncertainty.

Macrostate probabilities (actual and prior): px = Tr(Mxρ) and qx = Tr(Mxτ).

Effective dimension of set of constrained states: deff = eS(τ).

Macrostate volumes: Vx = qx deff .

Volumes = prior macrostate probabilities * effective dimension of constrained state space
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Different M capture different ways a state can be low entropy!

Equilibrium: High entropy for “all” coarse M .

Ability to do M that reveals low entropy −→ extract resources from the system.

(Depicted: Prior τ = e−βH/Z, Measurement M = spatial, velocity, speeds, or thermodynamic.)
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(poster)

Lot’s more to say! But let’s skip to equilibration.
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https://jcsphysics.net/pub/files/oe-poster.pdf


2nd Laws, Equilibration, Thermalization



The map of second laws.
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▶ Say ρ(t) equilibrated if ρ looks like ρ to all coarse M .

▶ Say ρ(t) thermalized if ρ looks like τ = e−βH/Z to all coarse M .

▶ Say ρ(t) equilibrated to τ if ρ looks like τ to all coarse M .
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Thermalization is common. Example:

(animation)

Challenge:

Tell me a coarse M now, that after time t will distinguish ρ from τ = e−βH/Z.

Not unique: could equally well say microcanonical τ = ΠE/WE .

25 / 36

https://jcsphysics.net/vis/kinetic/gif/gun_naive_N500_1720707271.gif


A fun connection.

You can’t distinguish between the particles.
You can only do M that measures distributions of 1p properties
(think Max-Boltz speed distribution).

(animation)

The M measuring P (x, p) from Boltzmann’s H-theorem is finer
than all the other such M . Thus for any M you can do

min
M∈{avalailable M}

Sτ
M (ρ) = SMP (x,p)

(ρ)

where

Sτ
MP (x,p)

(ρ) = C − n

∫
dxdp P (x, p) logP (x, p).

Boltzmann’s H-theorem proves an observer would at least need
to distinguish between particles to possibly reveal low entropy.

*Ask me about Gibbs H-theorem and why QM thermalization is more robust.
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A quantum example of thermalization and its classical counterpart.

Both just look like “weakly coupled heat exchange”.
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Is chaos necessary? (What we see so far...)

Non-integrable systems will generically thermalize for all ICs and all coarse M .

Free systems will appear to thermalize for some ICs and some M , but not others.

Free systems likely do equilibrate to ρ generically, but not to some useful looser τ .

animations
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Theory of equilibration

Isolated system equilibration

Deviation from maximal entropy is

∆(t) = DM (ρ(t)∥τ).

Second Law on Average

Equilibration to τ on average if

∆ = DM (ρ∥τ) ≤ ϵ.

Key Theorem.

DM (ρ∥τ) = DM (ρ∥ρ) +DM (ρ∥τ).

Equilibration term + Thermalization term.

Equilibration if τ is tight enough and M is

coarse enough.

First term: Dynamical bounds.

Second term: ETH-like things.
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Equilibration term DM (ρ∥ρ)

✓ Large Systems Bound
Many more occupied energy eigenstates than number of measure-

ment outcomes (d2(ρ) ≫ m).

DM (ρ∥ρ) ≤ ϵ logm+ g(ϵ),

where ϵ = m

4
√

d2(ρ)
.

✓ Small Systems Bound
Just a few occupied energy eigenstates (S(ρ) ≪ S(τ)).

DM (ρ∥ρ) ≤ S(ρ).

... Medium Systems ????
Numerics suggest more bounds exist.

d2(ρ) = 1/Tr(ρ2)

g(ϵ)=−ϵ logϵ+(1+ϵ)log(1+ϵ)
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Thermalization term DM (ρ∥τ)

“Measured ergodic hypothesis”

✓ Simple bound.
Time-averaged probabilities similar to prior probabilities.

DM (ρ∥τ) ≤ log sup
x

px(t)

qx

✓ ETH Bound
Nearby energy eigenstates look the same to M .

Suppose DM (ψE ∥ψE′ ) ≤ ϵeth for all E,E′

in the relevant energy window. Then

DM (ρ∥τ) ≤ ϵeth.

To break integrable systems look at therm term.

Fewer M will obey ETH?
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H = HA +HB + λHint

weak coupling

τ = e−βH/Z
energy conservation

M = MEA
⊗MEB

coarse local energy
measurements

From entropy increase to physical consequences

Suppose we successfully proved DM (ρ∥τ) ≤ ϵ using methods
of previous section, for coarse local energy measurement
M = MA ⊗MB with thermal prior τ = e−βH/Z.

▶ Note: Empirically true in the numerical example.

Consider the systems on the left.
• Assume quantum uncertainty is less than energy bin widths,
so that MEA

⊗MEB
gives a single definite outcome.

• Take weak coupling limit.

Then you can prove the observed energies will obey

dS
τ
M =

dEA

TA

+
dEB

TB

> 0,

and that equilibrium is at

TA = TB ,

with T−1 = ∂
∂E logWE textbook Boltzmann temps.

Heat flows from hot to cold bodies!

You need the special new VE for the equilibration proof, but
standard WE come out for weak coupling.
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Concluding Remarks



If only we had more time. I haven’t yet mentioned:

▶ The hierarchy of constraints and constraint/state bijection.

▶ Connections to entanglement theory.

▶ Connections to quantum measurement theory.

▶ Connections to Bayesian state estimation problems.

▶ Entropic uncertainty principles.

▶ ...
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There are loads of open questions! Including:

▶ Strengthening and applying equilibration/thermalization bounds.

▶ Free vs chaotic.

▶ How can you extract resources given ability to reveal low entropy?

▶ Fluctuation theorems.

▶ OK I’m running out of time...

Please help!! ;)
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Von Neumann writes

(Proof of the Ergodic Theorem and the H-Theorem..., 1929) (Mathematical Foundations Book, Sec. V.4, 1955)

Statistical Thermo → Entropy seen by observers

(in particular he uses what is now called observational entropy)
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Final thought: A reminder about Shannon entropy

▶ The entropy of (information in) a text
depends on the decoding mechanism...
...molecules, symbols, n-grams, words,
meanings?

▶ Physical entropy also depends on the
decoding mechanism.
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Francesco Buscemi, Philipp
Strasberg, Andreas Winter, and
all at GiQ!

Research supported by Beat-
riu de Pinós program of the
Catalan Ministry of Research
and Universities under EU
Horizon 2020 MSCA 801370,
and EU-NextGenerationEU-
MICIIN (PRTR-C17.I1) and the
Generalitat de Catalunya.


